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Executive Summary

This document is a report on the activities that have been performed for system integratiothevith
PARITY project. These activities are importantnot only for fulfilling the requirementsfor
communicatiorand data exchangeong the different components anthrket participants, but also

for documenting the steps and the sequence of actions that need to be performed in order to deploy and
setupthe PARITY system in a new environmie

Initially, an integration plan has been developed that will guide the interconnection of the developed
componets. According to the integration plan, two main iteratiareforeseerfor system integratign

and the mim objectives in each iteration were defined according to the developeggritements and
statusof the component&he present version of thecument describes thprogressachieved during

the first iteratim. The integrationprocessincludes both the definition of the required APIs dhe
formats of exchanged datdloreover, the methodology for tlsgstemintegration testing is presented.
Integraton tests, startingn an early phasat the prepilots, will ensure that the communication
between different coponents will be as designed and that no serious problems will appear during the
evaluation phase at the pilots.

Lastly, the remaining activities for system integratithg integration tests at smadkale pilot sites
and at pilot sites prior to system evaluatiaa well as kfinalised interfaces will be described in an
updated version of this document, whichl\# delivered in March 2023.
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1. INTRODUCTION

ThePARI TY project addresses t he bydeliveringcattransaative i ner t
flexibility framework that will increase durability and efficiency of the electrical grid, while
simultaneously enabling the adoption of more Renéwllmergy Sources (RES) through enhanced

real time control of Distributed Energy Resources (DER) flexibility combined with novel Active
Network Management functionalities.

PARITY delivers a local flexibility management platform through the seamlessatitagofinternet

of Things (oT) and Blockchain technologies. By delivering a srtamtract enabled market platform
based on blockchain technology, PARITY will facilitate the efficient deployment of local -micro
transactions and reward flexibility in astreflective and symmetric manner, through price signals of
higher spatidemporal granularity based on rea@he grid operational conditions.

Finally, by deploying advanced IoT technology PARITY will offer distributed intelligence (DER
profiling) and elf-learning/seHorganization capabilities (automated reaie distributed control),
orchestrated by cost reflective flexibility market signals generated by the blockessd local
energy market platformWithin PARITY, DER will form dynamic clusters that essentially comprise
selforganized networks of active DER nodes, engaging in-timal aggregated & P2P
energy/flexibility transactions.

1.1 Scope and Obijectives of the Eliverable

The PARITY system is composed of several components that have different main objectives, however
many interactions are needed to accomplish data storage and exchange, as well as seamless operation
and participation in theocal Energy Marketl(EM) / Local Flexibility Market (LFM). The purpose of

this reportis to describe the activities thaave takemplace for the PARITY system integration and to
provide useful insightabout the development and integration testig a first step, an integration

plan ha been developed thatill guide the interconnection of the developed componeitse
plethora of dependeiss betwea the modules as well as themplexity of functional requirements
compel theexistenceof ananalytical approach that will facilitate the developmena cbherent and
efficient communication mag-urthermore, the effort achieved it this tagil also be the stepping

stone for scaling the adoption of the methodologytha four pilots. The integation procedure
includesboththe definition of the required APIs anfdrmats of exchanged datas well as the testing

phase to ensure the seamless operatiail foreseen use cases

1.2 Structure of the Deliverable

Therestof the reporis structurediccording to théollowing:

1 Chapter 2describes the integration needs of the main components of the PARITY system
Moreover,a detailed description of the integration plan is provided along with an integration
overview within each syste layer.

1 Chapter Janalysesthe utilizedcomponents for the implementation of the methodolddyre
specifically, the presented description includes informatmeated to functionality,
interconnectivity and data flowwhile the reader is informedabout the integration and
development statuss well asanyproblems encountereatliring thee phases

1 Chapter 4describeghe integrationactivities that have begperformedat pre-pilot and pilot
sites

9 Chapter5 reports thentegrationtestingactivities by providing alescription of the followed
procedures andnexplanatory presertian of the resulted outcomes.

Pagel2
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1.3 Relation to othertasks and cliverables

The activities within T8.1 are related to other tasks and deliverables as follbwsinfegration
procedure will take into account the technical specifications of the systag &lth the definition of
the achitecture as developedithin T3.5 Furthermore, the utilized communication protocols will
follow the privacy andsecurity specificatons that were presented in T3.All the integrated
componentglerive from the WP5WP6, andWVP 7 . Lastl vy, as inpuaT83to T8.
and T8.4 that are related with the procurement of the hardware infrastructure and their deployment in
the pilots, as well as the pralidation activities, respectively.

T8.1 delivers an integrated platform that facilitates the communication ebthponents which were
developed in WPBWP6, andVP7. The resultedystemwill be tested withinT8.4 and itsdeployment
and demonstration will take place withig.5.

Privacy & Security

System Specifications &

Architecture Definition

Hardware Deployment

Pre- validation

= T84

Component Development
[—> WP5- WP7

System Roll-out

T85

Figure 1. Relation of T8.1to other PARITY tasks.
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2.INTEGRATION NEEDS AND PLAN

In this chapterthe variousintegrationrequirements in the platforrare describeaglong with the
integration plarthat aims to fulfil themThefirst part of thissectionexplairs the reasons for the high
integration needm the PARITY system angrovides a list of all the involved component3hen the
integration planis presented, whicldetermines the implementation process ikabeingfollowed
during the integration procedurn overview of integratiomelated topicss providedfor components
that lie within one of théour differen layers

2.1 Integration Needs

System integration, or integration at the system level, refers to the integration of components, elements
or subsystems, or human interactions in order to realise a system that accomplishes the system
objectives [1]. Thus, system integration focuses mainly onittitegration of components, subsystem
internal/external interfaces and human interactions

According to the syste architecture that has been presented in the deliverable -DBARITY
System Architecture, it is clear that the integration needs for the PARITY system are high.diiis is
to various reasons that are listed below:

- Several componentare developed fordifferert actors within the local grid network:
Distribution System Operatob§0O), Market Operator, aggregator, prosumers.

- LEM/LFM market operation relies gnand affects the data flobetween components
responsible for data collection, processing andagi as well as the components for market
participants (Aggregator Toolset, DSO Tool set

- All PARITY use cases are datliven and their realisation is based on automated data
collection and processing Moreover, most of the use casegquire interactionswith the
LEM/LFM platform, the DSO Toolset and the Aggregator Toolset. The operation of these
three components requires the availability of measurements and data such as forecasts derived
after an optimisation process.

The table belowists themain components that need to be integrated t&*&RITY final system It
shall be noted that most of the software components are composeedcohgubnents.

Table 1. List of main PARITY components.

Information Management Layer Cloud
P2H, PV & Battery Managels
EV Profiling and Smart Charging

Oracle
LEM/LFM and Blockchain platform

Aggregator Toolset
DSO Toolset
D-STATCOM device

Prosumer Applications (User Interfaces)

Pagel4
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2.2 Integration Plan

According to theintegration plan, lte integration process will be performed in two main iterations
(Figure 2). During the first iterationthe focus is given orthe integration othe related components

that are within thesame level in the architecty@s well as on the integratiaf componentsvith the
LEM/LFM platform. The htegration of finalied user interfaces as well as fimal integration of all
functionalities of DSO Toolset and Aggregator Toolset will be carried out in the second and final
iteration.

The main objective is todfine the data to be exchanged amoamponentsalong their format. The

data can be related to the configuration or to dperation of the PARITY systenMoreover,
integration testing is foreseen, which is an important process in which individual software modules are
combined and tested as a group. It includes the definition of scenarios to be assessed and the analysis
of the results towards the identification of any issues that need to be solved or require improvement
The placement of integration testing within the software testing procedure is illustraiegiiia 3.
Integrationtests are foreseen to be performedievdopment/controlled environment, at the small

scale prepilot deploymerd and at the final deployments in the pilofdore details abouthe
integration testing are presented in section 5.

PARITY INTEGRATION PLAN

System Integration System Integration

Iteration 1%t Iteration 2nd

* Integration of ¢ DSO Toolset
LEM/LFM fully integrated
Platform . Aggregator

* Integration for Toolset fully
certain integrated
functionalities  Finalized Uls
initially ‘ fully integrated
implemented in * Fully integrated
several system at pilot
components sites

- A /

Figure 2. Outline of PARITY integration plan.

SOFTWARE

TESTING STEPS

TIME

Figure 3. Steps of software testing.
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2.2.1Field-level componentslhformation managementayer

Integration activities for the components in this categoaynly refer to the integration adbmponents

that have data handling and storage as primary objective, stich Bgormation Managemehgayer

cloud with the LEM/LFM Repository for storing the dected and prerocessed data from the loT
network. Moreover, he integration of theElectric Vehicle EV) charging stationswith the EV
Profiling and Smart Charging component, and the integration of equipment such as the stationary
batteries andPhotovoltaics RV) with the LEM/LFM Repository is done through the Stationary
Battery Manager and the PV Manag@he integration of assets with the locally deployed loT
Gateways in buildings as well as the integration of tHeTIATCOM device at the DS®ide are also
necessary.

2.2.2Market-related componentsMarket layer

The integration between the components responsible foBltekchairenabledLEM/LFM market
operation isnecessary. This is focused on the communication among the Blockchairs AQyetie
LEM/LFM Repository and ofthain services. Additionally, the integration of Aggregator Toolset with
interfaces of external markets (Ancillary services market, Wholesale market) managed by a
Transmission System OperatdiSO) or Balance Responsible Pa®RP), will also be performed.

2.2.3Servicesrelated componentsDecisionmaking, optimisation and control layer

These components make use of input daganly stored to the LEM/LFM Repository, in order to
create models and optimise the operatioasgetr generate load and flexibility forecashs case

the produced outputs of these components need to be subsequently utilised by other PARITY
component(s)they are sent to be stored to the LEM/LFM Repository.

2.2.4User Interfaced Application layer

Prosumer Applications and LEM/LFM Management Application are standalone user interface
applications that need to communicate with the LEM/LFM Repository or utiipplication
Programming Interface§APIs) provided by other components in order to agguidata or send
commands and user settingsirthermore, the user interfaces of DSO Toolset and Aggregator Toolset
will be part of the respective components and will retrieve the information to digplayinternal
subcomponents odirectly from the LEM/LFM Repository.

Pagel6



H2020 Grant Agreement Number: 864319
Document ID: WP8 / D8.1 Report on activities forsystem integration

3.INTEGRATION STATUS

This section presents the integration statusach corresponding PARITY component. In particular,
for each component, a short functional descriptionit&lly provided,followed by details about the
connections with other componerits a table Then, the data flow conceng the component is
described. Irggration andlevelopment statuy@rogress and pending actiona¥ well as any problems
encounteregdare presented in the three last tables.

3.1 Information Management Layer (IML) cloud

3.1.1Functional Description

The Information Management Layer (IML) cloud is the system component in charge of gathering real

time data from the buildings that participate in the PARITY trials. The IML cloud handlesgicuge

way, all the data generated by downstream available I0T devices (sensors, controllers, measuring
devi ces, etc.) streamed through the 10T gateway
the IML cloud performs the following key functions:

1 Facilitates/enables the communication (and information flow) between the loT infrastructure
installed at participants’ tprsimassteesPARITYd ot h
LEM/LFM Repository, the Buildingasa-Battery (BaaB) Application, and the Proser
Flexibility Manager (PFM), with all of which it interfaces.

1 Stores, securely handles, processes and applies cleansing (outlier detection and outlier
treatment) and transformation techniques to data from available prekweerloT
infrastructure, passl to the IML cloud through the loT gateway.

The IML is part of the integrated Hypertech PARITY solution (the integration with the IoT gateway is
already established, tested and validated prior to anygtidation tests and pilot rollouts and has

aleay been described as part of PARI TY' s deliver e
cloud with other PARITY components will be further detailed below. Such components are: i) the
LEM/LFM repository, ii) the BaaB App component, and iii) the Prosufakexibility Manager

component, \wich is part of the Aggregatorodlset.

3.1.2 Connection with other Components and Interfaces

Connection Data

type API protocol type Comments

Component

The IML cloudcommunicates with
LEM/LFM TCP/IP HTTP/HTTPs ISON the L.EM/'LFM Repository to send
Repository (REST) reaktime information on the status o
the enduser devices.
Through the BaaB App, the ender
sends control signals to
BaaB App TCP/IP (:ETSF'I)'//I:/ITQT'FTS) JSON | applicable/available downstream
controllable BaaB devices through
the IML cloud.
Prosumer The PFM sends control signals
Flexibility concerning available prosumiavel
Manager TCP/IP HTZ’RPéI;'_IF_')FPs JSON | controllable assets to the IML cloud
(Aggregator (which are then passed relevant
Toolset) downstream DER devices).
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3.1.3Data Flow

The IML cloud receives redime status information from all available prosurterel controllable
devices, which are tinepassed to the PARITY LEM/LFM dpository where all this information is
kept (all higorical data on prosumdevel assets can then be retrieved by any FXRcomponent
from the LEM/LFM Repository).

The BaaB Application component interfaces with the IML cloud in order to pass any control
actions/signals (on/off signals, setpoints, etca) the user has selected downstream, i.e., to available
controllable BaaB devices, namely the stationary battery, the HVAC systems lighting and the
domestic hot water boilers. This enables the remote control of such controllable devices by the
PARITY participating users. It should be noted that this interfacingrégerableto the originally
described interface between the BaaB App and the IoT gateway in D3.5, as it streamlines and
simplifies communications, and, as such, is the adopted way forward feAREY purposes.

Similarly, post prosumeevel optimisation control actions (determined by the Prosumer Flexibility
Manager) are sent by the Prosumer Flexibility Manager (PFM) to the IML cloud and from there to the
relevant downstream controllable emser assets, such as the HVAC, DHW boilers and lighting. It
should be noted that there is a deviation between the originally foreseen interfacing between the PFM
component and the loT gateway, which safeguards and simplifies the communication between the
Aggregator Toolset and prosurevel systems.

3.1.4 Integration Status

The following table describes the integration status betwbenIML cloud and the LEM/LFM
Repository:

Integration Status 5 Final

X Under development

Format for Integration Serviceintegration using RESTful web services

1 Development of initial interface Common Data Mod
Progress up to date 1 Testing of initial Common Data Model internally wit|
mock services endpoints

Integration with actual/real endpoints,
Correction of any Common Data Model
misalignments that may occur

1 Endto-end integration test

=a =4

Pending Integration Actions

The following table describes the integration status between the IML cloud and the BaaB App:
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Integration Status R Final

'H Under development

Service integration using RESTful web services and / or

Format for Integration MQTT message broking

1 Development of initial interface Common Data Mod
Progress up to date 9 Testing of initial Common Data Model internally wit
mock services endpoints

Integration with actual/real endpoints
Correction of any Common Data Model
misalignments that may occur

1 Endto-end integration test

= =2

Pending Integration Actions

The following table describes the integration status between the diild and the Prosumer
Flexibility Manager component:

Integration Status R Final

'H Under development

Format for Integration Service integration using RESTful web services

1 Development of initial interface Common Data Mod
Progress up to date 9 Testingof initial Common Data Model internally with
mock services endpoints

Integration with actual/real endpoints
Correction of any Common Data Model
misalignments that may occur

I Endto-end integration test

= =

Pending Integration Actions

3.1.5 Devebpment Status

The following table provides a brief overview of the development status of the interfaces among the
IML cloud and the aforementioned threemponents, namely the LEM/LFMeRository, the BaaB
App and the PFM.

Development Status A Final

'H Under development

Programming Language JAVA
1 Development of initial interface Common Data Mod
Progress up to date i Testing of initial Common Data Model internally wit
mock services endpoints
Pending Development 1 Integration with actual/real endpoints
Actions I Endto-endintegration test
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3.1.6Problems Encountered

No major problems were encountered so far with regards to the integration #madhl. cloud and
the LEM/LFM Repository, the BaaB App and the PFM. Minor adjustments were made to the data
models of the aforementied services.

3.2 LEM/LFM Repository and off-chain services

3.2.1Functional Description

The LEM/LFM Repository is part of the LEM/LFM platformand is responsible forstoring
measurements, information about users as welbfashain data that are needed for tmarket
operationlt provides a set of webervices that have been described in the deliverable-EBARITY
Off-chain Componest Data models have been defined in JSON format for the representation of
several entities are shown in theuig below.

Entity Definition

Building

SLA

Figure 4. Entities of PARITY Common Information Model.

Additional df-chain serviceprovide anonymization services to Blockchain Agents, as well as other
two main functionalities, which are the addition of nemesumers and their assets into the portfolio,
and access to user wallets.

3.2.2 Connection with other Components and Interfaces

Component Connection API Data Comments
type protocol | type
Measurement and device statiada
Wik eete S AL | SO are received frorthe IML cloud
. Generateghbseudonymsire returned tq
Blockchain Agent TCP/IP HTTP(S) | JSON Blockchain Agent on request
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Oracle retrieves various data
regarding usersservice Level

ek el SITIEE) | JEEl Agreements$LAS), measurements,
andanonymised IDs
EV profiling and Static data and dynamic events relai
Smaprt Charg . TCP/IP HTTP(S) | JSON | to EVs andusage oEV charging
ging stations
Stationary Battery Retrieves stored measuremetatde
Manager VS 1 FUIEE) | SO usedas input
Use ofLEM/LFM Repository APFor
PV Manager Tepip HTTP(S) | JSON receiving, sending and storing data
Retrieves data about prosumers
Aggregator Toolset TCP/IP HTTP(S) | JSON | (users), assets, load and flexibility
forecasts
Stores eventeelated tagrid state and
DSO Toolset TCP/IP HTTP(S) | JSON | retrievesdatarelated to active networ
management and LEM/FLM
User Interfaces
(Prosumer Use of LEM/LFM Repository APto
applications & retrieve already stored datzheck
LEM/LEM el AUV | el user loginspr storenewentities (user,
Management asset types) or user preferences
application)

3.2.3Data Flow

The data flow concerning the LEM/LFM Repositamd offchain servicess bi-directionaland is
initiated by received requesti the other PARITY components. The requestsparéormed on
demandconcern data retrieval or storagadare initiated bythe other PARITY componentSome
of the requests for data storage amtrieval are performed periodicaliy 15-minute intervals,

accordig to market operation intervaind producedoad/generation measurements and forecasting

events

3.24

Integration Status

Integration Status

A Final

Format for Integration

'H Under development

Service integration usingESTweb-services

Progress up to date

T

All web services that have been developedoaltime
and operational
Basictests of the web services have been made

Pending Integration Actions

= =9

Finalize integration with externateather data service
Finalize integration with the PARITY Blockchain

Agent
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3.2.5 Developnent Status

Development Status R Final

'H Under development

Programming Language Java

1 Implementation of all required web serviaesl their
interactions with the databas®nagement system

Progress up to date (MongoDB)

1 Deployment of the applicatioon a server for internal
testing

9 Finalize authentication / authorization support for al
Pending Development web services

Actions Enabletheuse of secure connectio(BSL/TLS
Finalize data models

= =9

3.2.6Problems Encountered

Failure description Failure cause Countermeasure

Could not fetch weather | Connection timeout is | Modify connection timeout limior
historical data from returnedn some cases| considerusing an alternative weather
external weather API data service

3.3 Blockchain Agent

3.3.1Functional Description

The detailed functionalities of the Blockchain Agent are explained in the paragraphs28f
deliverable D5.4- PARITYLFM-enabling Smart Contracts.
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3.3.2 Connection with other Components and Interfaces

Component Connection type API protocol Data type Comments

Oracle TCPI/IP HTTP JSON -
Aggregator TCP/IP HTTP JSON :
Toolset

Off-chain i
services TCP/IP HTTP JSON
component

Interface

DSO Toolset TCP/IP HTTP JSON -

3.3.3Data Flow

The Blockchain Agent receives data from the PARITY components described in the previous sub
section every fifteen minutes. The acquired information is then saved in the sidechain and used to
periodically solve the marketse. calculate buying and selling prices based on power generation and
demand to perform market clearirifter the aforementioned solution, the PARITY componémas

are interacting with the Blockchain Agentill be able b download the information related to the
results from the sidechaiithe reader can refer to deliverabl®.®— PARITY LFMenabling Smart
Contractsfor additional details

3.3.4 Integration Status

Integration Status A Final

'H Under development

Format for Integration Service integration using REST webrvices

Progress up to date 1 Integration with the Ofthain pseudonymizer service
i Finalize integration with the DSO toolset

Pending Integration Actions i Finalize integration with the Aggregator Toolset
i Finalize integration with the Oracle




H2020 Grant Agreement Number: 864319
Document ID: WP8 / D8.1 Report on activities forsystem integration ’ PARITY

3.3.5 Development Status

Development Status R Final

'H Under development

Programming Language Python/Go

Implemented sidechain smart contracts
Implemented Anonymizer application module
ImplementedMarket Engine application module
Implemented SLA Checker application module

Progress up to date

Implementation of Balance Controller application
module

Implementation of Payment Engine application
module

Pending Development
Actions

= =A =A=2-a=

3.3.6Problems Encountered
No major problemsvere encountered so far.

3.4 Oracle

3.4.1Functional Description

The Oracle is the component responsible for gathering and providing reliable data to the Blockchain
Platform in order to execute the Smart Contracts and run the Market Engine in a secure and trustful
way. It acts as a middleware with a bridge functionality between the isolated ecosystem of the
Blockchain and the real world. More specifically the Oracle performs the following key functions:

* Facilitates the information flow between the LFM/LEM Repository and the Blockchain
Platform.

« Retrieves KPIs from the Smart Contracts for the registered users, requests the necessary
metering and sensing data from the LFM/LEM Repository, calculates tredf@l provides
this information to the Blockchain Platform.

« Provides measurements and forecasts to feed the Market Engine of the Blockchain Platform.

The Oracle is part of the integrated PARITY solution and shares two interfaces with other
components. Thérst interface is established between the Oracle and the LEM/LFM Repository and
communicates data regarding registered users, anonymization, SLAs, sensing and metering data
originating from the IoT ecosystem. The second interface, which is betweeraitie Gymponent and

the blockchain agent, is a unidirectional interface that facilitates the secure transmission of KPIs,
measurements and forecasts to the BA. The two interfaces are described in detail below.
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3.4.2 Connection with other Components and Intaides

Component | Connection | API protocol Data Comments
type type

The Oracle communicates with the
LEM/LFM Repository to communicate
TCP/IP JSON | data regarding registered users,

LEM/LFM HTTP/HTTPs

Repository (RESTT) anonymization, SLAs, sensing and

metering data.

Bidirectional interface that facilitates the

. secure transmission of KPlIs,
ilo;:rlitc hain TCP/IP HT&I’RPéI;'_II'_')I'PS JSON | measurements and forecasts regarding
9 operation of Smart Contracts and the

Market Engine.

3.4.3Data Flow

The LEM/LFM Repository database is the component responsible for holding various information
regarding the registered users. This information, which is essential for the operation of Oracle is the
user’s role, the avail abl e e qandallinhe measuremdnts an® L As ,
forecasts deriving from the loT equipment.

At first, the Oracle, through a dedicated Configurationcsutmponent requests user information such

as the available and the already registered equipment using the Web Service tEafifibin
LEM/LFM Repository. When this information is retrieved, then it requests information regarding the
SLAs that are associated with the given user. The SLAs as a form of a digital contract holds
information such as thi® of the agreement, the inlved parties, the starting and the ending date of

the contract and the KPIs that need to be calculated, which are extracted from the Oracle. For every
SLA that is valid for the given time period, the SLA Managercsutponent of the Oracle, identifies

which metrics are needed for the calculation of the KPIs, and then sends a requests for the associated
data to the LEM/LFM Repository. The response LEM/LFM Repository includes various types of
metrics such as power generation, ambient conditions, energy quinsunor forecasts that are used

for the calculation of the KPIs. This information is anonymised and communicated from the Oracle to
the Blockchain Platform for the activation of the Smart Contracts. A very similar approach is followed
for the provision b the measurements and forecasts that are necessary for the operation of the
Blockchain Market Engine mechanism. The Oracle retrieves the energy consumption and production
forecastsand measurements which are collected from the Web Service Endpoint LdiENtiEFM
Repository, andends themanonymised to the Blockchain Agent.

3.4.4 Integration Status

The following table describes the integration status between the Oracle and the LERépBHsitory:

Page25



H2020 Grant Agreement Number: 864319
Document ID: WP8 / D8.1 Report on activities forsystem integration ‘ PARITY

Integration Status A Final

'H Under development

Format for Integration Service integration using RESTful web services

1 Development of the first version of the interface
Common Data Model

9 Testing of the first version of the Common Data
Model internally with mock services endpoints

Progress up to date

1 Refinement and finatation of Common Data Model
Integration with actual/real endpoints
1 Endto-end integration test

Pending Integration Actions

—

The following table describes the integration status between the Oracle and the Blockchain Agent:

Integration Status i Final

'H Under development

Format for Integration Service integration using RESTful web services

1 Development of the first version of the interface
Common Data Model

9 Testing of initial Common Data Model
1 Integration with actual/real endpoints

Progress up to date

‘ ' _ 1 Refinement and finatation of Common Data Model
Pending Integration Actions  Endto-end integration test

3.4.5 Development Status

Development Status A Final

'H Under development

Programming Language Node.js

1 Development of initial interface Common Data Mod

Progress up to date 1 Testing of initial Common Data Model internally wi
real services endpoints

Pending Development 1 Refinement and corrections of Common Data Modg
Actions 1 Endto-end integration test
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3.4.6Problems Encountered

No major problems were encountered so far with regards to the integration between the Oracle with
the LEM/LFM repository and the Blockchain Agent.

3.5 EV Profiling and Smart Charging

3.5.1Functional Description

The Optimizatio Engine is the mairsubcomponent of the EV Profiing and Smart Charging
component.As it is shown in the figure below, it is composed of several modules in order to
implement allrequiredfunctionalities.

«sub-component»
Optimization Engine

«module» «module»
Data Interface EV Usage Monitoring

«module»
EV Charging Control
and Optimization

«modulex»
EV Usage Forecasting

«module»
EV Flexibility
Forecasting

«modulex»
EV Load Forecasting

Figure 5. Optimization Engine of the EV Profiling and Smart Charging component.

The modules and their functionalities are fibléowing:

91 Data Interface: this module is responsible for exchanging data wittEtd_FM Repository.
This module is capable of interfacing ahdndling external data sources, used to test the
Optimization Engine component. For example:
o Dataseprovided by CIRCE to evaluate different future scenarios of EV penetration in
the pilots’ net wor ks;
0 ACN-Data datasef2]: public dataset provided by Caltech with Ir&/ charging
sessions
1 EV Usage Monitoring: this module is responsible for monitoring data coming from EV
chargers. In case new events (gaction, input from user, disconnection, state of charge
update) are stored in th€&M/LFM Repository, it collects and provides them to the EV Usage
Forecasting and EV Charging Control and Optimization modules.
1 EV Usage Forecasting: this module is respdadib estimate the state of charge at plug time
(SOCO0) of the EV, whether it is not provided by EV chargers, and to estimate the time when
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the user will unplug the EV (T1). It meets the functional requirements R1 and R5 presented in
D7.3.

1 EV ChargingControl and Optimization: this module is responsible for managing a set of EV
charging stations with the objective of servicing the majority of charge requests as a primary
objective while either minimizing the charging costs according to a dynamicdeiiéime or
the impact that such charges have on the electric grid implementing peak shaving. It meets
the functional requirements R9, R11 and R12 presented in Bat8.V1G and V2G schemes
are available.

1 EV load forecasting: this module is able to prediet forecasted load on the EV charging
station for a configurable time horizon, based on data from past charging sessions. Seasonal
patterns (hourly, daily) are taken into consideration.

1 EV flexibility forecastng: this module is responsible for estimatitine flexibility potential of
the charging station. User preferences are taken into consideration and the flexibility potential
for a specific time horizon is calculated for each session individually.

Apart from theOptimisation Engine, this component will algmvide an API in order to receivead
managementequests from the DER dispatch module of the Aggregator Toolset

3.5.2 Connection with other Components and Interfaces

Component Connection API Data Comments
type protocol | type

LEM/ LFM API of LEM/LFM Repository is used to

Repository = sl I SSEIN retrieve input data and store

Agareaator HTTP REST API will be provided to receiy

nglseq[ TCP/IP HTTP JSON | on demand signals from the DER dispatch
module of theAggregator Toolset

EV charain This interface will be used for retrieving

charging HTTP or eventsand storing thm to the LEM/LFM

station TCP/IP JSON R . di q he E

interface OCPP eposltorypr. sending commands to the
charging stations
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3.5.3Data Flow

LEM/LFM Repository

EV charging profiles,
soc0, t1 estimations,
EV station load/flexibility forecasts

Optimization Engine EV charger events

<
<

Data Interface

<
<

EV charger events | T T EV charging profiles

socO, t1 estimations

|

EV Usage Monitoring

EV completed charges

c0, t1 estimati i
) EV Usage SO estimal °n5l EV Charg{ng antrol ¢ )
Forecasting and Optimization

EV Flexibility EV station forecasted flexibility

> :
Forecasting

EV station forecasted load

——> EV Load Forecasting

EV current charges

Figure 6. Information exchangediagram for the Optimization Engine of the EV Profiling and
Smart Charging component

EV charging eventarestored in the.EM/LFM Repositoryaccording tdhe data models designed and
implemented within T7.3Events are retrieved by the Optimization Engine compo(igigure 6)
through the Data Interface aadalysedy the EV Usage Monitoring module, which is respondibte
providing the list of completed charging sessions to the EV Usage Forecastirthealist of active
charging sessions atige related details to the EV Charging Control and Optimization module.

EV Usage Forecasting gets the list af the completed charging sessiofrom the EV Usage
Monitoring module and provide the estimations of socO and t1 to the EV Charging Control and
Optimization module. Tis datais also stored in theEM/LFM Repository through the Data Interface.

EV Charging Control and Optimization generates the charging schedules, given tiealtghe
estimated and active charging requests (defined by their soafd tlequired charging amount$he

EV Charging Control and Optimization considers as input dé¢pending also on the selected
objective) a dynamic price profile for both charging and discharging power (in case V2G is enabled),
an estimated load profile for each charging station and the running observed maximumrpoass
powerbased tariffs are defined. These are also stored ihEM/LFM Repository through the Data
Interface.

EV load forecasting module gets the list of the active charging sessions and the user preferences of
each session. Past values are also retrieved as they are used to the predictive model. Additional
features arextracted from the timestamp, as seasonal patterns are also taken into consideration to the
predictive model. Forecasted values are predicted and finally stored back to the LFM repository.
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The flexibility forecasting module is able to periodically caloeilghe flexibility potential of the
charging station, so that it can be used by the Aggregator when necessary. Flexibility can be provided
either by modifying the current charging schedule of the EVs, and more specifically by time shifting
their chargingsesi on, or by activating V2G mode and disc
back to the grid. The capability of each vehicle to participate in the flexibility request is determined by
the preferences set by the user (requested kWh, requestethidepare). If it is impossible to satisfy

those user preferences, then the vehicle is excluded from the estimation of the potential flexibility and
continues its charging session according to the initial schedule. Once the amount of potential
flexibility is estimated for a certain time window, this information is stored to the LEM/LFM
repository. If the Aggregator finally decides to activate this amount of flexibility, the participating EVs
will need to modify their charging schedule accordingly.

3.5.4 Integration Status

Integration Status R Final

'H Under development

Format for Integration Currently under discussion

1 Designed and implemented data models to collect
in theLEM/LFM Repository from EV charging
stations, EV prosumer application and Optimization
engine components, and to share with other
components.

Data Interface with theEM/LFM Repository

EV Charging Control and Optimization module has
been developed. It accounts for powased and
dynamic tariffs, to deal with pilot use cases. It also
accounts for peak shaving use cases.

Progress up to date

= =

Testing Data Interface with the&EM/LFM Repository

Pending Integration Actions Testing modules on the field

= =

3.5.5 Development Status

Development Status A Final

'H Under development

Programming Language Python

Design and developed SW infrastructure

1 EV Data Interface module implemented and tested
with ACN-Data public dataset

1 EV Usage Monitoring module implemented and tes

Progress up to date with ACN-Data public dataset

1 EV Charging Control and Optimizatio
implementation

1 EV load forecasting module implemented and teste
with ACN-Data public dataset
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I EV Usage Forecasting implementation
1 Refinemodules with real data coming from pilots
1 EV V2G smart charging mode implementation

Pending Development
Actions

3.5.6Problems Encountered

Failure description Failure cause Countermeasure
No data has beenused Not all needed A public dataset with real chargi
from the EV chargers at | parameters were sessions (ACNData, provided b
pilots available and the Caltech) has been used for implement
activities are ongoing | and testing the Optimization Engi
modules

3.6 PV Manager

3.6.1Functional Description

The PV Manager is monitors and controls the PV installation at the site. It has tworspbnents,
i.e., PV Forecasting Engine and PV Monitor.

«PARITY component»
PV Manager E

2 |
«sub-component»
PV Forecasting Engine

=
«sub-component» ':j
PV Performance
Monitoring Engine

Figure 7. PV Manage component diagram.

The PV Forecasting enginereates PV power output generation forecasts using historical PV
production data and weather data. The PV Monitor keeps track the PV generation that can be used by
the PV Forecasting Engine or other PARITY components trough the LEM/LFM Repository.
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3.6.2 Connection with other Components and Interfaces

Component Connection API Data Comments
type

protocol type

Use of Repository API for
LEM/LF.M Rlatiorm TCP/IP HTTP JSON | receiving, sending and storing
(Repository) d
ata.
DER Dispatch TCP/IP HTTP JSON For co_rrect flexibility dispatch
Module operation

3.6.3Data Flow

The PV Manager gets site and weather data from the LEM/LFM Repository for its PV Forecasting
Engine subcomponent which can create PV generation forecasts. The data from the PV Manager is
sent back taghe LEM/LFM Repository for updates and to the DER Dispatch Module of Aggregator

Toolset so it can perform appropriate adjustments regarding flexibility delivery.

3.6.4 Integration Status

Integration Status

R Final

'H Under development

Format for Integration

Currently under discussion

Progress up to date

9 Integration validation has been successfully perforr|
on norPARITY sites

Pending Integration Actions

I Pending Integration on the PARITY sites.

3.6.5 Development Status

Development Status

A Final

'H Under development

Programming Language

C# and Python

Progress up to date

1 PV Monitor development is complete

Pending Development
Actions

1 Some development required on the PV forecasting
Engine
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3.6.6Problems Encountered
No major problems were encountesstifar.

3.7 Stationary Battery Manager

3.7.1Functional Description

The Stationary Battery Manager (SBM) takes input from the LEM/LFM repository where applicable
and from the meters installed on site. The local site condition is important for the SBM to ofiimize
operation and implement Peak Shaving locally and interact with the aggregator tool set for provision
of flexibility services.

The SBM has three engines dedicated at performing their designated function, i.e. Peak Shaving
Forecasting Engine, Peak Shaving Real Time Engine and Flexibility Response Real Time Engine.

«PARITY component»
Stationary Battery Manager

«sub-component»
Peak Shaving Forecasting
Engine

«sub-component»
Peak Shaving
Real Time Engine

«sub-component»
Flexibility Response
Real Time Engine

Figure 8. Stationary Battery Manage component diagram

The Peak Shaving Forecasting Engine uses the LEM/LFM Repository and its local meter data store to
generate a forecast for the expected Peak Shaving activity ahead of time. A power threshold limit is set
beyond above which the power is egped to be shaved. This forecast allows for an organized
dispatch planning of the SBM and provides information to the Aggregator Toolset with the possible
flexibility service delivery options. It also avoids the conflict of having to perform Peak Shawvihg
deliver on flexibility service at the same time.

The Peak Shaving Realtime Engine performs the Peak shaving servicetimeeas the designated

time arrives. It uses the information available from the Peak Shaving Forecasting Engine and the real
time data available from the onsite meters to perform the Peak Shaving service by sending
charge/discharge commands to the BMS.
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The Flexibility Response Real Time Engine uses the inputs from the Aggregator Toolset for the
charge/discharge level of the BES&dasends these commands to the BMS for the delivery of the
service.

3.7.2 Connection with other Components and Interfaces

Component Connection API Data Comments
type protocol type

LEM/LFM Platform

(Repository) TCP/IP HTTP JSON | Use of Repository API

To Aggregator Toolset for

DER Dispatch Module TCP/IP HTTP JSON flexibility dispatch operation

3.7.3Data Flow

The onsite meter data is stored at the LEM/LFM repository. This data is used to perform the functions
within the Peak Shaving Forecasting Engine. Thelt®are again stored in the LEM/LFM repository

and later retrieved by Peak Shaving Real Time Engine and Flexibility Response Real Time Engine as
per the requirement. The Flexibility Response Real Time Engine gets the information from the
Aggregator Toolsewith regards DER Dispatch. All the information from the 4tgale operations is

passed to the BMS controlling the BESS which can either charge or discharge the BESS depending on
the instructions.

3.7.4 Integration Status

Integration Status A Final

'H Under development

Format for Integration Currently under discussion

1 The SBM has been developed

1 Peak shaving has been integrated and validated or|

Progress up to date non-PARITY sites

1 Frequency Response pyealification is under
process. Should beomplete soon

Pending Integration Actions 1 Integration of SBM on RRITY sites
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3.7.5 Development Status

Development Status R Final

'H Under development

Programming Language C# and Python
1 Peak Shaving Real Time Engine development
Progress up to date complete
9 P 1 Frequency Response Real Time Engine developmg
complete
Pending Development 1 Partial development remaining on Peak Shaving
Actions Forecasting Engine

3.7.6Problems Encountered

Failure description Failure cause Countermeasure
Communication Incorrect protocol Corrected the communication protocol
problems

3.8 Aggregator Toolset

3.8.1Functional Description

In smart grids the Aggregator is responsible for grouping small and medium size Distributed Energy
Resources (DERSs) of final prosumeirs,orderto optimally coordinat their operatiorand facilitate
participation in ancillary services (AS) and wholesale markets (W&]itionally, in the context of
PARITY, the Aggregator Toolset aims to optimize the managemeavaifable flexibility resources

in order to provideservices to the Distribution System Operator (DSO) of the lggised on grid

net wor k' sThe RSO dnakesi userof a Traffic Light Concept (TLC) so as to reflectithd grs
needs to certain actions the Aggregator.

In PARITY, theconditonof t he grid and the corresponding act
be described by the following threeenariosin cases that the grid is not under any strié$s under

green state, which translates to having an active Local Energy Market (LEM) as well as to the
Aggregator being able to participate in AS and WS markets. In cases that some stability violations are
foreseerwithin the grid the DSO forwards a yellow statghich translates to activation tife implicit

Local Flexibility Market (LFM)as well as deactivation of participation of the Aggregator in AS and

WS markets. Finally, in cas@ghenthe grid is in emergengyhe DSO alerts a red stadaringwhich

any othe marketbasedactivity is pausedand the Aggregatoris responsible to serve instant DR

signals requested by the DSi@ased on bilateral contracts

The overalloperationof the Aggregator Toolset requires communication with other components and
flow of informationin acertain format. Theseomponentstogether with details about the integration
and development status, aesentedn the following subsections.
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3.8.2 Connection with other Components and Interfaces

Component Connection API Data Comments
type protocol type

Blockchain Agent | TCP/IP HTTP | JSON g';('e's SRR 57 UAE SISE I AgET
DSO Toolset TCP/IP HTTP JSON | APl is provided by the Aggregator side
BRP / TSO APl is utilized by the AygregatofToolset
Interface TCP/IP HTTP JSON | tointeract with external markets
(emulated)
APl is utilized for sending control
loT Gateway TCP/IP HTTP JSON commands
EV profiling and ARl
Sm;’rt Charg ° TCP/IP HTTP | JSON | utilized by the DERlispatchmodule of
9ing the AggregatorToolset
Stationary TCP/IP HTTP ISON APl is utilized for sendingontrol
Battery Manager commands
LEM/LEM API of LEM/LFM Repository is utilized
ReDposito TCPI/IP HTTP JSON | to retrieve various data: users,
P ry measurements, forecastsd other

3.8.3Data Flow

Communication betweethe Aggregator Toolset and other subcomponents is supported by API
protocols as described in the table of the previous subsection. However, in the context of evaluating
the current integration status of the PARITY project it is useful to evaluate thell dl@re of
information rehted to the Aggregator Toolset.

The Aggregator Toolset consists of subcomponents that facilitate its functionalities. For example,
core subcomponestare the VPP Manager and the Prosumer Flexibility Manadéoreover,
information exchange is requiredth other actors such as the Blockchain Agent, the TSO and BRP
interface, the LEM/LFM Platform, the DSO Toolset and the loT GateWwahould be noted that, in

all of these casesjformationcan beexchanged vithe use oHTTP REST APIs.
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3.8.4 Integration Status

Integration Status R Final

'H Under development

Format for Integration Web services

9 Architecture of communication of the Aggregator
Progress up to date Toolset with DSO Toolset, Prosumer Flexibility
Manager and.LEM/LFM Platform has been decided

I The existing APIwill be tested and evaluated in an
endto-end scenaridSpecifically, thebehaviourof
DSO Toolset, Aggregator Toolset, LEM/LFM
Platform and Prosumer Flexibility Manager can be
evaluated via an eAd-end scenario that involves all
three states of the TLC

I Theformat of communication with the DSO only
needs to be finalised

1 Blockchain Agent and lIoT Gateway need to be
integraed

Pending Integration Actions

3.8.5 Development Status

Development Status R Final

'H Under development

Programming Language Python

I The API forcommunication between the Aggregato
Toolset and LFM Platform has been developed

I The way that DR signals are to be communicated f
DSO has been decided, and endpoint for DR event
publishing has been established

T API for asset s’ [ Uasdlexibility
events has been developed on the Aggregator Too

Progress up to date

side
Pending Development 1 APIs that are still under development need to be
Actions finalised and then tested and evaluated

3.8.6Problems Encountered
No major problems were encounteredao
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3.9 DSO Toolset

3.9.1Functional Description

As described in the architecture definition of PARITY (D3.5), the DSO Toolset is the component of
the PARITY architecture that will be in charge of allowing the DSO to monitor the grid, applying the
necessary management actions and interacting with the LEM/LFM. Furthermore, the Toolset will be
responsible for providing grid constraints to be integrated with market conditions to reduce harmful
effects on the local grid from the flexibility activationt®ns.It is composed of the following sub
components showin Figure9:

e User Interface The User Interface will display information that will allow the DSO user to
monitor network state and make specific requests to procure flexibility.

« Smart Marketp lace Module It will include the requests that are needed for sending and retrieving
data to/from the LEM/LFM Platform. Returned information will then be visualized through the UL.

« Network Monitoring Tool : It will be responsible for monitoring grid paraters related to power
quality, consumption, and generation. Grid network state -B&Roints will be sent according to the
traffic light approach, based on the monitored parameters.

» Active Network Management ANM tool will monitor and manage the distution networks

under normal operation conditions and under unforeseen events. It will capture any technical issue
early on, before it escalates and achieve a reduction in the likelihood of costly interruptions to grid
operation.

« DER Dispatch Module It will be responsible for sending fully automated control signals to any
flexibility assets controlled directly by the DSO, previously calculated by the ANM.

«PARITY component»
DSO Toolset

«sub-component»
User Interface

«sub-component»
Smart Marketplace Module

«sub-component»
Network Monitoring Tool

«sub-component»
Active Metwork Management

«sub-component»
DER Dispatch Module

Figure 9. DSO Toolset componentliagram.
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3.9.2 Connection withother Components and Interfaces

Component Connection API protocol Data | Comments
type type

D-STATCOM TCP/IP (HRE-FSF')I'//'I_'VIT(-QF'II?% JSON TBD
Blockchain Agent TCP/IP (g-II-ETSI?I'//l;\'/ITS'II?'I% JSON TBD
LEM/LFM Platform TCP/IP (lzR”I-ETSF')I'//';\'/IT(-Qr'II?'?) JSON TBD
Aggregator Toolset TCP/IP (ETETSI?I'//lI_\'/ITQT?% JSON TBD
gis?ehl]etwork Monitoring TCP/IP (g-II-ETSF')I'//l;\'/IT(-Qr‘II?% ISON TBD
o | HIEHTES | sson | Teo
E\rfaﬁé?rzigng and Smart TCP/IP (ETETSF;’/':/EETS) JSON | TBD
TSO Interface TCP/IP (lzR”I_ETSF')I'//ll_\l/ITg'II?'?) JSON TBD

3.9.3Data Flow

DSO Toolset communicates with various components thrisgiubcomponentthat arementioned
next The communication with the LEM/LFM Platform is performei@ the Smart Marketplace
Module, which communicates, via Off chain Tools, using an HTTP REST API for presenting
information related to DS@ngagementn the implicit LFM market, such ashe SLA with the
Aggregator ad acquiredlexibility .

Other communication with the LEM/LFM igserformedvia the Network Monitoring Tool to acquire
information about local consumption and generation from LEEM/LFM Repository. This
subcomponent also receivesgdgmonitoring information from the external DSO Network Monitoring
System and communicates withSTATCOM device to retrieve information about its state. The
Network Monitoring Tool also sends information such as grid constraints to the market through the
Blockchain Agent.

DSO Active Network Management sgbmponent will be abl& send signals for direct load control
to the Aggregator Toolset when network isamemergency state. Alternatively, DSO DER Dispatch
Module will be able to perform DER contrdisnly for DERs that are controlled directly by the DSO)
using APIs.
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3.9.4 Integration Status

Integration Status R Final

'H Under development

Format for Integration To be discussed

I The DSO Toolset is still under development, behrey

MachineTo-Machine (M2M) communications one o
Progress up to date the developments still to be implemented. Currently
only the communication with the-BTATCOM is
already clarified.

9 Discussion with the rest of the components to defin
Pending Integration Actions theformat of the communications

1 Development of the solution agreed with the partne

3.9.5 Development Status

Development Status R Final

'H Under development

Programming Language .Net, Python

1 User Interface defined and pending topbegrammed.
Progress up to date 1 The backend of the platform is developed, the rest
the subcomponents have to be integrated with it.

Integration of the subcomponents in the platform.
Development and test of the user interface.
Definition and development of the communications.

Pending Development
Actions

= = =

3.9.6Problems Encountered
No major problems were encountered so far.
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3.10 D-STATCOM

3.10.1 Functional Description

TheD-STATCOMis a regulating device used on alternating current electricity, a power electronics
converter thaacts as either a source or sink of reactive power in the electric grid.

A STATCOM provides variable reactive power, inductive or capacitive, to adjust the voltage of the
busbar at the point of common coupling.

The proposed developmentshan additionkconnection to the classical thrlg solutions in the
market, allowing the current flow through the neutral wire. Neutral current expands the work range to
unbalanced loads, allowing a singlkase reactive power contréldditionally, the main advantage of

the STATCOM sinbalanced loads capability is that the active power regulation between phases is
allowed if the thregohase power sum is equal to zero.

The fourlegs STATCOM presented could be useful in low voltage grids, where unbalaacsdor
distributed energy resources could produce unbalanced power [ihoaddition, a centralized
controller coordinating severalldg STATCOMs over the low voltage distribution grid, is a new tool
able to provide support to the grid in a smootiywThis new capability allows the DSO a better
control over the low voltage distribution grid and its influence over the medium voltage grid,
regulating the contribution in the transformation centre connection point.

3.10.2 Connection with other Components andterfaces

Component | Connection type API protocol Data type | Comments

DSO Toolset TCP/IP HTTP/HTTPS (REST/MQTT) JSON TBD

3.10.3 Data Flow

The only external communication of the STATCOM will occur with the DSO Toolset. The
STATCOM will provide its workingstatus to the Toolset, to centralize the information for the DSO
and enald the network operation.

3.10.4 Integration Status

Integration Status A Final

'H Under development

Format for Integration JSON format via API REST

1 Message formawith the DSO Toolset is defined, yet

Progress up to date to be implemented

Development of communication with DSO Toolset

Pending Integration Action o .
ending Integration Actions Test to ensure the appropriate integration

=a =4
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3.10.5 Development Status

Development Status R Final

'H Under development

Programming Language .Net, Ada

1 The STATCOM is developed, and its communicatiq
tested in controlled en
laboratory, and integrated with other platforms for
other projects.

Progress up to date

Pending Development
Actions

Development of communication module.
Test in demasites.

= =

3.10.6 Problems Encountered
No major problems were encountered so far.
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4. INTEGRATION ACTIVITIES

4.1 Pre-pilots (Hypertech & CERTH premises)

4.1.1HYPERTECH lab trials

For the prevalidation activities at the Hypertech lab premises, a simple sidechain constituted by four
different nodes is considered in order to test (under a controlled environment in this case) the PARITY
market operation. More specifically, four diféet 0T gateways installed at the Hypertech Labs are
used to represent four different blockchain nodes of a local energy community, namely the nodes of
the DSO, the aggregator and those of $eparatgprosumers.

The trial focuses on the communication agudhe gateway, where the PARITY Oracle and the
Blockchain Agent are deployed, the IML cloud and the LEM/LFM repository. The Oracle retrieves
from the LEM/LFM repository, through the IML cloud, any KPIs relevant to the SLAs applicable to
the specific busirss scenario (in this case and for the purposes of thgilptdrials at the Hypertech
Labs, this scenario is the ppaid one). The SLA checker of the Blockchain Agent uses this
information for realizing any KPI deviations and determining prosumer pagroepenalties.

The Blockchain Agent deployed on the IoT gateways also gets info from the Oracle on the post
optimisation, prosumeevel power forecasts, as well as actual power measurements to help decide on
market prices.

Although the integratiotretween the Blockchain Agent atite DSO and Aggregator Toolgststill

under development, the scripts for the necessary data retrieval by the Blockchain Agent from the two
aforementioned toolsets have been developed and tested under the PARITY malkett tihe
Hypertech lab premises. These necessary datasets include, in the case of the data retrieved from the
DSO toolset, the grid state and constraints in the form of a traffic light signal, and in the case of the
data retrieved by the Aggregator Taatlsthe aggregatéghower forecasts and actual measurements
necessary for the calculation of certain KPIs and the market prices.

During the prevalidation activities mentioned above, the following problems were encountered:

1 Power cuts affecthe operatin of the 10T gateways and hence communicatietween the
gateway and the IML cloud and/or other PARITY components. Power cuts could (in a few
cases) either permanently damage the SD card contained in the 10T gateways, in which case a
replacement SD card necessary, or prevent the safe automatic rebooting of the gateway, in
which case a remote or physical manual reboot of the device is required.

1 Potential changes in the IP of prosurderel 10T gateways may hinder the ability of other
PARITY component$o communicate with them.

Solutions to thse problems are being actively sought in order to mititfegoroblems prior to the
smallscale trials and certainly before the full rolit of the PARITY system.

4.1.2CERTH labtrials

The LEM/LFM Repository including theoff-chain servicesweredeployed on a dedicated seragr
CERTH premisesin order to test their functionalities and facilitate the integration with the other
PARITY componentslnitially, preliminary tests were made in order to ensure awdiren that the
developed web services were showing the expected behalithis enda virtual environment was

! This is the aggregated power forecasts and measurements of all relevant prosumetstuedera ggr egat or
portfolio.
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created, named exdneple aata wenm @ntekéaldwing theaxorrdspondinglSON
format according to the specified data modgisers, assets, measurements, flexibility forecasts, etc.)

As a next step,hie publicly accessibldJRL addressof the servewas sharedat the partnerswho
develop components that need to interact with the APIs that are provided by the LEM/LFM platform
in order touse during thelevelopment phase and implement the integratiodicative lab trials that
were performed with regard to the integration with the LEM/LFM Repositoryoffiachain services
concern the/PP manager of thAggregator Dolset, the Bckchain Agent whichnitiates the calls
for pseudonym generation of a given entity’'s
component.Furthermore, first versions of the user interfaces tfue Aggregator Toolset and
LEM/LFM Management applicationvere implemented anduccessfullyutilised the LEM/LFM
Repository API in order to retrieve and display informatias well as to store new data. For instance,
the LEM/LFM Management applicatiomas employedo retrieve the latest grid network state event,
the number of participants to the local market, and also to setup arttiesgiiset types, user roles,
sensor types, building typesnd add the descriptions of new users to the system.

The open platform oBteVe[3], was set up to implement connection with the EV charger available at
SmartHouse Digital Innovation Hub at CERTH premises. SteVe is an open and freeptatfiosm,

which provides basic functions for the administration of charge points and EV user data. It allows to
implement, test and evaluate authentication protocols, reservation mechanisms for charging points, as
well as business models for electric mipi SteVe supports various versions of ®Bpen Charge

Point Protocol QCPB protocol, while it has been tested and is able to operate with multiple models of
EV charging stations. OCPP 1.6 is implemented in the CERTipi[mtetrials.

It shall be notd that when there is an EV management application already installed at a pilot site, such
as in BFS, the use of existing platform s API
preferred, in order not to disrupt already operating instatiatit the pilot.

Regarding the data coming from EV charging sessions, data models have already been defined. Data
will be provided in JSON format and they are expected to contain all the necessary measurements
coming from the charging session and morediverEV driver preferences that will affect the charging
strategy. All the relevant information will be stored at the LEM/LFM repository.

4.2 Pilot sites

Integration activities that have been performed so far at the four pilot sites in Spain, Greece,
Switzetand, and Sweden, refer mostly to the integration of the installed equipment with the loT
Gateway, which is wellocumented and ptested. Therefore, a detailed description of all the
activities to be performed will be provided in the updated versidni®fieliverable.
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S5.INTEGRATION TESTING AND RESULTS

This section describes the System Integration Teg@®i§) procedure and resultSIT is defined as a
type of software testing that is performed in an integrated hardware and software environment to
verify theinteractiondbetween the modules of a system.

The selecte®IT approachor PARITY is theincremental integration testing. In thige of SIT, each
module is initially tested individually and then testing is continued by gradually appending other
modules to it. The system is constructed and tested in small segments, allowingrdatetfixing of

found errors easier. There amot approaches that can be followed for incremental testing: the Top
down approach and the Bottom up apprdd¢h

Top down approachAccording to this approachhe testing begins at the topmost moduaed the
functionality of the modules at a lower level is simulatesthg stubsThe top nedule is integrated
with the stubs othe modules at the lower level®nce each test is completed, the respective stub is
replaced by the real modulEhe process is repeated until the whole system is tested.

Bottom up approachAccording to this approackhe lowest level modules ammitedto form clusters.

Then a driver is made to get the input and output of the test aadethenthe cluster is tested.
Subsequentlythe driver is removed, so thitte cluster can beombined with thenodule or modules
of theupper level. The process is repeated until the whole system is tested.

Within PARITY, even though the @tom up is the main selectegpproacha hybrid model has been
followed, where both approbhesare applied. In this wayntegrationtests of initialversions of the
Uls can be made during the early stages.

Testing in the production environment itself can creatiéous problems to the operation of already
deployed software/equipment, disruption in databases,Thtrefore, initial integration testing has
been performed at the ppidots and the smabcale pilot deployments thatare used as test
environmentsalowing to have full control and make any modifications without affecting the state of
actual systems.

5.1 Pre-pilots

Successful integration tests that have been performed sd fae prepilots (CERTH & Hypertech
premisey are describeih the followingtables.

Table 2. LEM/LFM Repository testing.

Objective Description Expected result‘ Status

To check that the | LEM/LFM Repository returns| All responses are| PASS
LEM/LFM the responses in JSON formg valid JSONs, and
Repositoryreturns | All formatsmust be valid, and| * f ai | e d’
1 appropriate response must indicate if the | returned if a
responses call succeeded or failed. check has failed
(e.g. missing
required input
parameter)
To check that the | LEM/LFM Repository All stored events | PASS
LEM/LFM implements certain web within the given
5 Repositoryreturns | services that return data foun| time period are
correctly historical | within a given time period tha] returned in the
data is passed as input (staamd correct order
datetime)
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Table 3. LEM/LFM Management Application Ul testing.

To checkthat the The LEM/LFM Management | The grd status PASS
information on application Ul retrieves grid | events are read
which are the active| status events from the successfullyand
markets is displaye( LEM/LFM Repository Based | view about the
1 :
correctly on the last event and the pre | active/suspended
defined rules, it updates the | markets is
view about the updated
active/suspended markets accordingly
To checkthat The LEM/LFM Management | The resulting use| PASS
information is application Ulallows the JSON is valid, is
stored correctly operator to enter thaetails of | correctly stored tc
2 when registering a new user, such as a the database, anc
users prosumer. This information is| can be retrieved
then stored to the LEM/LFM | on demand
Repository successfully
Table 4. Aggregator Toolset testing
ID Objective Description Expected result Status
To check that the | TheAggregator Toolset The Aggregator | PASS
Aggregator Dolset | retrieves data about prosume| Toolset Ul
Ul presents assetsbuildings, and retrieves and
1 successfully the measurement@mong other) | displays all the
information about | from the LEM/LFM data correctly
prosumers and theil Repository. This is performed
assets through a set of call to the
related web services
To check that the | TheVPP Manager of The JSON PASS
Aggregator Toolset| Aggregator Dolset response is
Ul is able taretrieve | implements a web service thg returned and is
the propertiesf provideson demandarious parsed correctly
2 created clusters properties of the dynamically | by the Aggregatol
(dynamic VPPSs) creded VPPs in JSON format| Toolset Ul
from VPP Manager| This web service is utilised by
the Ulfor visualisation
purpose
To check that the | The VPP Manager of The JSON PASS
Aggregator Toolset| Aggregator Toolset response is
Ul is able to retrieve implements a web service thg returned and is
correctlythe provides pr os|parsed-correctly
3 prosumer metrics | on demand. These metrics ar| by the Aggregatol
from VPP Manager | calculated by the VPP Toolset Ul
Manager. The web service is
utilised by the Ul for
visualisation purpose
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5.2 Small-scale pilot deployments

Integration tests atmallscale pilot deployments are planned to be matiese testsvill primarily

focus on the LEM/LFM market operatiomnd the main functionalities of the DSO Toolset and
Aggregator ToolsetThe objective is to discover and solve any flaws that may encountered in actual
installations.

5.3 Full-scale pilot deployments

Full-scale ntegraton testsat the pilot sites will be made befdiee start ofthe piloting phase anthey
will be reported in the second version of the deliverable.

5.4 End-user applications

Final integration testef all user interface applications will lErformed and gorted in the second
version of the deliverable.
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6. CONCLUSIONS

This document provided a description on activities for system integration whtnPARITY project.
The PARITY components are under developmanthe time of writing this document; most of the
cases, themain functionalities have been implemented, anidal integration tests have been
performed successfully at the goots in controlled environment.

An integration plan has been defined, and the integration status per each main component was
presented. Furthermore, the integration activitiest took place at the ppilot sites, which are
located at thepremises of Hypertech and CERTH, were descrili&ebarding system integration
testing, the incremental integration testing approach has been selected, following a hybrid model that
utilizes bdh the Bottom up and th€op down methoddJp to this point no major ises have been
observed, however, still various interfaces have to be defined, implemented and tested.

System integration testing acontrolled environment will be continued in the next morthsrder to
evaluate the integration for remaining functionalities that are under development, and tonover
complex casesuch as the coordination of participation in the different typesavkets at varying
grid network stateaccording to the traffic light approach.

The second version of the deliverable which is planned to be submitted by the end of the project, will
present the final integration status and integration activitiesyell & the results of alintegration
tests, showcasing theehaviourof the whole system at the different use cases.
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